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ABSTRACT

We study the complexity of computing the real solutions of
a bivariate polynomial system using the recently presented
algorithm BISOLVE [2]. BISOLVE is an elimination method
which first projects the solutions of a system onto the z- and
y-axes and, then, selects the actual solutions from the so in-
duced candidate set. However, unlike similar algorithms,
BISOLVE requires no genericity assumption on the input nor
it needs any change of the coordinate system. Furthermore,
extensive benchmarks from [2] confirm that the algorithm
outperforms state of the art approaches by a large factor. In
this paper, we show that, for two polynomials f,g € Z[z, y|
of total degree at most n with integer coefficients bounded
by 27, BISOLVE computes isolating boxes for all real solu-
tions of the system f = g = 0 using O(n® 4+ n"7) bit op-
erations’, thereby improving the previous record bound by
four magnitudes.

1. INTRODUCTION

Systems of polynomial equations naturally arise in many
fields of science and engineering. In computational geome-
try and computer graphics, there is a particular interest in
the study of polynomial systems in two or three variables:
Almost all existing exact and complete algorithms for com-
puting the topology or an arrangement of algebraic curves [4,
10] (and surfaces [3]) are crucially based on determining so-
called critical points (extremal points, singularities, etc.),
which are in turn the solutions of a bivariate polynomial
system. In this work, we investigate in the bit complexity
analysis of the recently presented algorithm BISOLVE [2] to
isolate the real solutions of a polynomial system

f(z,y) = Z fuz'y’ =0, g(z,y) = Z gijz'y’ =0,

i+j<n i+j<n
(1.1)

'O indicates that polylogarithmic factors in 7 and n are
omitted.
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where f, g € Z[z,y] are polynomials of magnitude (n,7),
that is, their total degrees are bounded by n, and their co-
efficients are integers of modulus 27 or less. Henceforth,
we assume that f and g share no common non-trivial fac-
tor in Z[z,y]\Z which, due to Bézout’s Theorem, is equiv-
alent to the existence of finitely many complex solutions of
(1.1). BISOLVE computes a set of disjoint boxes B C R?
k=1,...,m, such that the union of all By contains

Ve = {(z,y) € R?|f(z,y) = g(z,y) = 0},

the set of all real solutions of (1.1), and each By is iso-
lating (i.e. each By contains exactly one solution). We
show that BISOLVE demands for O(n® +n"7) bit operations,
thus improving the previous record bound @(n12 + n107'2)
from [6] by four magnitudes. In comparison to [6], our anal-
ysis uses two recently presented asymptotically fast algo-
rithms for isolating [18] and refining [11] the real roots of
a univariate polynomial. In comparison to the much more
involved algorithms from A. Schénhage [20] and V. Pan [15],
which achieve comparable complexity bounds, the recently
presented algorithms are very practical, a crucial property
for our principle object to provide methods which are effi-
cient in practice as well as in theory.

We would also like to stress the fact that the obtained
complexity result for BISOLVE is not only due to the use of
asymptotically fast methods to isolate and refine the roots
of a univariate polynomial, but rather due to the effective-
ness of the novel inclusion predicate which is used in the
validation step (or lifting step) of BISOLVE in order to cer-
tify or to discard candidate solutions. In fact, we consider
the achieved improvement in the projection step to be incre-
mental? whereas the non-trivial analysis of the lifting step,
and thus of the novel inclusion predicate, constitutes the
main contribution of this paper. As a byproduct, which
may be of some independent interest, our analysis yields an
upper bound for X(F) = 37 . _ logsep(z, F)™' which
generalizes the well-known bounds for arbitrary square-free
polynomials ' € Z[z] to the general case.?

The lifting step in BISOLVE which is based on a homotopy
argument is completely different from previous approaches
which rely on the evaluation of signed remainder sequences
(SRs) to identify the common roots of f(«,y) and g(«,y),

2The results from [18, 11] can certainly also be applied to
previous elimination methods in order to improve the com-
plexity results for the projection step.

3The sum is taken over all complex roots z of F (counted
with multiplicity), where sep(z, F) denotes the separation
(i.e. the minimal distance of z to a root 2z’ # z of F) of z.



with « being the projection of a solution onto the z-axis.
The cost of computing SRs often becomes dominating in
practice. Instead, BISOLVE completely avoids such compu-
tations and, as confirmed by the experiments in [2], outper-
forms other state of the art approaches such as LaP [5] or
Maple’s ISOLATE by large factors. This shows that the effi-
ciency of our algorithm in theory as proven in the present
paper is not just the product of purely theoretical manipu-
lations with the single goal to achieve the best asymptotic
complexity disregarding many aspects of practical value.

Related work. An early result on the complexity analysis
appears in [9], where the closely related problem of comput-
ing the topology of an algebraic curve is considered. The
authors analyze the algorithm ToP and derive a complex-
ity bound of O(N'*) bit operations, with N = max(n, 7).
Another work [6] discusses three methods to solve a bivari-
ate polynomial system. All of them are based on the com-
putation of signed remainder sequences. The first method,
GRID, projects the solutions onto orthogonal axes and, then,
matches them by means of a SIGN_AT procedure which com-
putes the signs of a subresultant sequence. The complex-
ity of GRID is bounded by O(N'*) bit operations, where
the overall cost is dominated by that of the SIGN_AT oper-
ations. It should be noted that, despite the fact that BiI-
SOLVE follows the same algorithmic idea as GRID (i.e. to
project onto the z- and y-axes and to choose the right so-
lutions from the induced candidate set), the final validation
steps of the two methods are completely different. The sec-
ond approach called M_RUR assumes that the system is in
generic position (i.e. no two solutions share a common z-
coordinate). It is based on the computation of a rational
univariate representation (RUR) and achieves a bit com-
plexity of O(n'°(n* 4+ 72)) = O(N'?). The third approach,
G_RUR, achieves the same bit complexity as M_RUR but re-
lies on computing H, € Z(a)[y], the greatest common divi-
sor of the square-free parts of f(«,y) and g(«,y), where «
is a projected solution of the system. It seems that using
asymptotically fast algorithms for the tasks of isolating and
refining the roots of a polynomial also leads to a consider-
able improvement of the overall complexity of the algorithms
M_RUR (only in a sheared system) and G_RUR. However,
since only the bound for the projection step improves, the
so obtained bounds for the overall bit complexity are con-
siderably weaker (at least two magnitudes) than the bound
achieved by BISOLVE. For instance, the computational com-
plexity of the final steps (e.g. the sign evaluations of H, at
candidate intervals) of M_RUR and G_RUR is at least by a
factor n? larger. In addition, the analysis of the lifting step
in G_RUR is based on the study [21] of a modular GCD al-
gorithm over an extension field. Besides the fact that we do
not consider the computation of the polynomials H, to be
very practical, we remark that [21] only provides a bound
on the expected number of bit operations; see Section 3.2
in [21]. In his dissertation, M. Kerber describes random-
ized algorithms to analyze the topology of a single algebraic
curve and to compute arrangements of such curves. The
algorithm also uses SRs and applies a coordinate transfor-
mation to ensure generic position. A detailed analysis of the
“curve-pair analysis” which solves the subproblem of finding
the solutions of a bivariate system shows that the corre-
sponding complexity is bounded by an expected number of
O(n'(n + 7)?) bit operations; see [10, Section 3.3.4]. Re-

cent work [12] improves the latter analysis for the task of
computing the topology of a single algebraic curve. As a re-
sult, the topology of a single curve can be deterministically
computed using O(n®7(n + 7)) bit operations.

Outline. Section 2 introduces some notations which are used
throughout the argument. In Section 3, we briefly review
the algorithm BISOLVE. Here, we omit some technical de-
tails and filtering techniques to keep the presentation simple.
The complexity analysis is given in Section 4. We analyze
the three main steps of the algorithm separately, and then
combine the results yielding the overall complexity. Finally,
in Section 5, we give some concluding remarks.

2. SETTING

We express the input polynomials f and ¢ in (1.1) as uni-
variate polynomials in  and y of degrees n, and n,, respec-
tively:

Fay) =Y P’ =" @)y,
1=0 1=0

Ng Ny
g(z.y) = g W' =3 g (@),
i—=0 i=0

where fi(y)7 ggy) € Zlz], and fi(gc)7 gl@) € Zly]. Throughout
the paper, it is assumed that n,, n, < n. We denote the
Sylvester matrixz associated with the polynomials f and g
by W = S(y>(f, g). Its entries are the coefficients {f;y)}
and {gl(y)}; see [8, p. 286] for the definition. The resultant
RW () = res(f, g;y) € Z[x] of f and g with respect to y is
the determinant of S®). By analogy, R*®)(y) = res(f, g; ) €
Z[y] defines the resultant with respect to z and S (f, g) the
associated Sylvester’s matrix with entries { £} and {g{"’}.
If this causes no ambiguity, we also write R omitting the
variable index and by R* the square-free part of R.

For a (not necessarily square-free) polynomial F(z) =
Yo, Fix' € Rlz] of degree n := deg(F), lcf(F) := F, de-
notes the leading coefficient of F. Let z1...zm € C be
the distinct roots of F, then mult(z;, F') denotes the mul-
tiplicity of the root z; and sep; := sep(zi, F') the separa-
tion of z; (i.e. the minimal distance of z; to any z; # z;).
The separation sep(F) of F is the minimum of all sep,,
SH(F) = Y1, logsep; ', and £(F) := Y7, logsep, ' =

™ mult(z;, F) - logsep; *. Finally, we denote I'(F) :=
max; |z;| the maximal absolute value of all z;, and M(F') :=
| 1cf (F)| Hf:o max{1, |z;|} the Mahler measure of F.

For an interval I = (a,b) C R, wy := b — a denotes the
width, mr := (a + b)/2 the center and r; := (b — a)/2 the
radius of I. A disc in C is denoted by A := A,(m), where
m € C defines the center of A and r € R its radius.

3. REVIEW OF THE ALGORITHM

In this section, we briefly review the algorithm BISOLVE
to make the paper self-contained; for further details and fil-
tering techniques used in the actual realization, we refer the
interested reader to [2]. At the highest level, BISOLVE com-
prises three subroutines which we consider separately:

PROJECT: We first project the complex solutions of (1.1)



onto the x- and y-axes. That is, we consider the two sets:
Vi = {z € Cl3y € CA f(z,y) = gla,y) = 0},
Vi = {y € Cl3z € CA f(2,y) = g(x,y) = 0}

and compute their restrictions Vﬂéz) = VC(Z) NR and VR(” =
Véy) N R to the real values. The real solutions Vg of (1.1)
are then contained in the product

¢ =V x V¥ c R?, (3.1)

which we denote the set of candidate solutions for (1.1). For
computing VR(QC) and VR(y)7 we first compute the resultants
R® and R™, respectively, and extract the square-free part
R* of either polynomial (R = R® or R = R™ for short).
Then, we isolate the real roots «; of R* using the algorithm
NEWDsC from [18]. NEWDSC is a subdivision approach based
on the combination of Descartes’ Rule of Signs and Newton
iteration. With respect to bit complexity, it achieves the
best bound that is so far known for this problem; see also
[15] for an overview of asymptotically fast numerical algo-
rithms to isolate all complex roots. Yet, in contrast to the
latter mentioned asymptotically fast methods, NEWDSC con-
centrates on the real roots only and is much easier to access
and to implement.

SEPARATE: In this step, the real roots of R are further sep-
arated from the complex ones. That is, for each real root «,
we refine a corresponding isolating interval I := I(a) until
the disc Agy, (mr) contains no root of R except a. In or-
der to guarantee the latter property, we refine I until the
following inequality holds (see [2, Thm. 2] for a proof):

k) (g
Yl - 2y (EEEe)

o (sr)f >0, (32
In the next step, we compute

LB(a) := 27298 % R(m — 2r7)], (3.3)

which constitutes a lower bound for |R(z)| on the boundary
0A(a) of A(a) := Aazp; (M), that is, |R(z)| > LB(«) for all
z € OA(w); see [2, Thm. 3.2] for a proof.

Finally, for each real root a of R (and 8 of R™), we
have isolating intervals I(«) (and I(8)) and isolating discs
A(a) = Az, (Mi(a)) (and A(B)). Hence, each real solu-
tion of the system (1.1) is contained in a polydisc A(a, 8) :=
A(a) x A(B) C C?, and each of these polydiscs contains at
most one solution. In addition, for each point (z,y) on the
boundary of a polydisc A(a, 8), we have |[R¥) (z)| > LB(«a)
or |[R™ (y)| > LB(B).

VALIDATE: The goal of this final stage is to determine all
candidates (o, 8) € C which are actually solutions of (1.1)
and to exclude the remaining ones. Again, in order to fa-
cilitate the complexity analysis, we assume that the actual
solutions are chosen exclusively based on the inclusion test
outlined below. We remark that the efficiency of the actual
implementation is further due to a series of filtering tech-
niques to rapidly exclude the majority of candidates. This,
for instance, includes an interval Descartes algorithm [7] to
approximate the roots of f(a,y) and g(a,y).

In SEPARATE, we have already computed lower bounds
LB(a) and LB(f) for the values of [R™¥)| and |R®| at the

boundaries of A(a) and A(S), respectively. We now (con-
ceptually) rewrite RW) in terms of cofactors u®™ and v®
(see [8, p. 287] for more details):

RY(z) = u (z,9) f(z,y) + v (z,9)g(z,y),  (34)

where u and v*) are determinants of “Sylvester-like” ma-
trices U and V). These matrices are obtained from the
matrix S<y)(f, g) by replacing the last column with vectors
(™ ' y10...0)7 and (0... 0y™ ... y 1) of size
ny +my, respectively. Now, without explicitly computing the
cofactors (which are typically very large expressions), we de-
termine upper bounds UB(«, ﬁ,u(y)) and UB(a, ﬁ7’U<y>) for
[u®]| and [v®| on A(a, B), respectively. This is achieved
by bounding the absolute values of the entries in U® and
V® and, then, applying Hadamard’s inequality to U and
V@ Cofactor polynomials u'®, v*) and respective upper
bounds U B(a, S, u'®), UB(e, 8, v(x)) are defined in an anal-
ogous way for the resultant polynomial R®). The inclusion
test based on a homotopy argument is now formulated as
follows (see [2, Thm. 4] for a proof):

Theorem 1 If there exists a & := (zo,yo0) € A(a, B) with

UB(a,8,u) - |£(&)| + UB(a, B, - [g(€)| < LB(a),
(3.5)

UB(a,3,u™) - |f(&)| + UB(ex, 8,0 - |g(€)| < LB(B),
(3.6)

then A(a, ) contains a solution of (1.1), and f(«, 8) = 0.0

The candidate solutions (o, 3) € C are now treated as fol-
lows: Let B(a, 8) = I(a) x I(8) C R? be the correspond-
ing candidate box. Each candidate box is then refined un-
til we can ensure that f(a,8) # 0 or g(a, ) # 0 (using
interval arithmetic on B(a, 3)), or, for an arbitrary point
(z0,y0) € B(e, B), the inequalities (3.5) and (3.6) are ful-
filled. In the latter case, Theorem 1 guarantees that («, 3) is
a solution of (1.1). We refer to Section 4.3.2 for the details
of the evaluation using interval arithmetic.

4. COMPLEXITY ANALYSIS

Throughout the analysis, we assume that the multiplica-
tion of two integers is always done in asymptotically fast way.
In other words, the bit complexity to multiply two k-bit in-
tegers is assumed to be M (k) = O(klogkloglogk) = O(k).

4.1 ProJECT

For computing the resultant R = R™ (or R = RW),
we use an asymptotically fast subresultant algorithm based
on Half-GCD computation from [16]. Thus, both resultant
computations need O(nr) bit operations, and the resulting
polynomials have magnitude

(n2, O(n(logn +71))).

Next, we compute R/gcd(R, R') to extract the square-free
part R* of R. According to [13, 16], this operation demands
for O(n®(T 4 logn)) bit operations, and R* is of magnitude

(nz,O(n(n—l—T))). (4.1)

Finally, the real roots of R* are isolated using NEWDSC
as outlined in Section 3. Given a square-free polynomial



F € Z[x] of magnitude (N, 1) and an integer L € N, we can
compute isolating intervals (for all real roots) of width 27%
using no more than O(N3u + N2L) bit operations; see [18,
Theorem 10]. Hence, the cost for the considered isolation
step is bounded by O(n® + n"7). We remark that the same
complexity bound can be achieved when using an asymp-
totically fast numerical solver (e.g. [15]) to approximate all
complex roots of R*.

4.2 SEPARATE

Before we start with the actual analysis of SEPARATE,
we provide an upper bound for X(F) = > _logsep(z, FANEN
where F denotes an arbitrary (not necessarily square-free)
polynomial F of magnitude (V, u), and the sum is taken over
all roots of F' counted with multiplicity. In the case where F'
is square-free, we have X(F) = O(Npu); e.g. see [17, Lemma
19] or [19]. However, to the best of our knowledge, there
exists no comparable bound in the literature which applies to
polynomials F' with multiple roots. The following Theorem
provides such a bound which may be of independent interest.

Theorem 2 Let F € Z[x] be a polynomial of magnitude
(N,u). We denote z1,...,zq the distinct complex roots of
F and s; := mult(z;, F) the multiplicity of z;. Then, for
arbitrary non-negative integers m;, with m; < s;, we have

d
Zmi logsep(zi, F) ™' = O(N? + Np).

=1 [m}

PROOF. We consider the factorization of F' (over Z) into
square-free and pair-wise coprime factors:

F = t S d;i=d >1
(z) = Hi:l Qi(2)”, di:=deg(Qi) > 1,
such that the polynomials Q;(z) and F(x)/Q;(x)*" are co-
prime, and N = Zle dis;. We further denote F™* the

square-free part of F' and d := deg(F™) = Zle d; its degree.
Then, for arbitrary roots o and 8 of F'*, it holds that

|(F*) ()| = |1cf(F™)] - |a — B] 11
y#a,B:F* ()=0

<ef(F9)-la=8 ]
y#a,B:F* ()=0
<297 — Bl max(1, |o|)* P M(F")

[y — o

2max(1, |al, /)

since M(F") = [1cf(F7)[ - [1,. pr(2y=o max(1, |z|). Suppose,
w.l.o.g., that « is a root of Q; and 8 is a root of F™* closest
to a. Then, according to the above inequality, we have

) () (@)
SGP(O[,F) - |Oé - 6| Z 2d—2 max(l, ‘a|)d_3M(F*)

We now apply this inequality to the product over all sep(a;, F),

j=1,...,d;, where ai,...,aq; denote the roots of Q;:
d;

d;
[ sep(as, F) > 22=9% M(@uy = M(F*)~* [ I(F*)
j=1

j=1

<
—
Q
<
~—

d;

= 2705 M(Qi)* M(E) ™ TT Q1) ()

Jj=1

()]

(4.2)

Qi

since
(F"Y (as) = Qila). (g—) (@) + (@ (@5) - - (a)
In addition, We:}fave
H |Qi(a)| = |1ef(Qi)* % Disc(Qi)| > [1ef(Q:)*~ %, and
u

*

d; P s
[115; (@)l = 11ef(@)™ " res(Qi, 7o)l = [1e£(Q0) ™™
j=1 **

i

since Disc(Q;) and res(Q;, g—*) are non-zero integers. Ap-
plying the latter two inequalities to (4.2) now yields:

d;
1 sep(ey, F) 2@~ D% A(Qi)* * M(F*) ™% 1ef(Q:)* |
j=1

Finally, we consider the product of the separations of all
roots to the respective powers s;:

k d; :
H H sep(ay, F)% > H 27 Ddisi pg(Qy) B
Pt =1
k
MF) T T ef(@a)] 7

i=1

_ 2(2—d)NM(F)3—dM(F*)—N| lcf(F)‘—l _ 2—(5(N2+Nu)

where we used that [[*_, M(Q;)* = M(F) by the multi-
plicativity of the Mahler measure and M(F*) < M(F) =

29" Hence, in the case where m; = s; for alli =1,...,d,
the claim eventually follows by taking the logarithm on both
sides. Since for each root z of F, sep(z, F') is upper bounded
by two times the maximal absolute value of all roots of F', we
have sep(z, F) < 2#12 according to the Cauchy root bound
(see e.g. [23]). Thus, the claim also follows for arbitrary
integers m; with 0 < m; < s;.

We now turn to the analysis of SEPARATE: In the projec-
tion step, we have already determined intervals I := I(«)
which isolate the real roots a of R*. Now, each I has to be
refined until the inequality (3.2) holds. This ensures that
Agy, (my) isolates o € I from all other roots of R*, and
thus the value LB(«) as defined in (3.3) constitutes a lower
bound for |R(a)| on the boundary of A(a) = Agr,(my). In
each iteration, we approximate « to a certain number L of
bits after the binary point. Then, we check whether the in-
equality (3.2) holds. If the latter inequality does not hold,
we double L and proceed. According to [19, Lemma 2], we
have

BY (-5,

if r < sep(z:, R*)/(4n*) < sep(zi, R*)/(4deg(R*)?).* Tt fol-
lows that (3.2) holds for sure if 7r < sep(z;, R*)/(32n*) =
sep(zi, R)/(32n*), thus we have to approximate o to at most
21og(32n*/sep(a, R)) = O(log(sep(cr, R)™" + logn) many

(R")® ()

k! r*

>0

“In [19, Lemma 2], we considered a constant /2 instead of
3/2. However, the same proof as given for [19, Lemma 2]
also applies to the “3/2-case”.



bits after the binary point. Due to Theorem 2, logsep(c, R) ™"

is bounded by @(n4 +n®7), and thus « has to be approxi-
mated to at most @(n4+n37) many bits. For all real roots of
R, the latter computation demands for O(n*(n* + n’7)) =
O(n® + n"7) many bit operations according to [18, Theo-
rem 10] (or alternatively [15]). It remains to estimate the
cost for evaluating the left side of (3.2). In order to do so,
we first compute the Taylor expansion of (R*)" at x = my
(i.e. (R*) (x + mr)). Since ms is a dyadic number that is
representable by O(n? +nr1+logsep(a, R)™') many bits, the
cost for this computation is bounded by O(deg(R*)*(n* +
n7 4 logsep(a, R) 1)) = O(n*(n? 4+ nr + logsep(a, R) 1)),
where we use asymptotically fast Taylor shift [22]. Then,
z is replaced by 8r; yielding (R*)'(m; + 8rrz). This step
constitutes a shift of the k-th (dyadic) coefficient of f(mr +
z) by klog(8rr) many bits. The resulting polynomial has
dyadic coefficients of bitsize O(n?+n74+n?logsep(a, R) 1),
hence the final evaluation demands for O(n?(n? + nt +
n?logsep(a, R)™')) many bit operations. Summing up over
all real roots v of R thus yields the bound

Z@(n4(n2 + n7 + logsep(a, R) ™) = O(n® +n'7)

for the overall cost since there at most n? many real roots
and (R*) = O(n* + n’7).

It remains to consider the cost for the computation of
LB(a) = 2729 R|R(m; — 2r;)|: We have to evaluate a
polynomial of magnitude (n?,n(n+ 7)) at a dyadic number
of bitsize O(n? + n7 + logsep(a)™*). Namely, the binary
representation of m; needs at most O(n(n + 7)) bits before
and O(logr;!) = O(logn + logsep(a) ') bits after the bi-
nary point. Hence, for computing LB(«) for all real roots
a, we need a number of bit operations bounded by

Z(’) (n* + n7 +logsep(a)™ ")) = O(n® + n'7).

4.3 VALIDATE

4.3.1 Estimating lower and upper bounds

In the final stage, VALIDATE, we have a set of candidate
solutions C and corresponding disjoint polydiscs A(a, 8) :=
A(a) x A(B) C C2. Each of the polydiscs contains at most
one solution of (1.1), that is, («, ). The actual solutions
of the system are chosen from C based on the inclusion test
from Theorem 1, while the other candidates are excluded
using interval arithmetic. We split the complexity analysis
of VALIDATE into two parts: First, we estimate LB(a), our
lower bound for |R| on the boundary of A(«), as well as the
upper bounds for the values of |u*)| and |[v™| on A(a, B) as
needed by the inclusion predicate. This eventually yields a
bound on how good each candidate (¢, 3) must be approxi-
mated in order to certify it as a solution or to discard it.

Estimating the lower bounds. We first compute lower
and upper bounds for LB(a) = 27298 &| R(m;—2rr)| which,
in turn, constitutes a lower bound for the values of |R(z)|
on the boundary of the disc A(a) := Az, (my), where I :=
I(«) is the isolating interval for o obtained in the separa-
tion phase; then, similar bounds also apply to LB(3), the
lower bound for |R™| on the boundary of A(f), see Sec-
tion 3 (SEPARATE).

In the analysis of SEPARATE, we have already argued that
approximating « to an error of sep(a, R)/(32n*) or less guar-
antees that the inequality (3.2) holds, and thus the disc
Agy,(my) isolates . In each iteration of the refinement,
we double the number of bits to which « is approximated
and check whether (3.2) holds. Hence, it follows that the so-
obtained interval T(c) has width w; > (sep(a, R)/(32n%))?.
In addition, since the disc Asg,,(ms) isolates «, we have
wr < sep(a, R)/7. We fix these bounds for wy:

sep(a, R)? sep(a, R)
DT < < TR
1024nt - =TT
Let us now consider the factorization of R into linear factors,
that is, R(z) = lcf(R)- HZ 1 (z—2;)%%, where z1, ... ,d denote
the distinct complex roots of R and s; the corresponding
multiplicities. Then, with a = z;, we have

(4.3)

sep(z;, R) sep(zj, R)?
SePL<g, 1t) O N N A i
1 =) =l > =S
and 2 — |
2|z5 — zi| > |(mr — 2r1) — zi| > —a

for all ¢ # j. Hence, it follows that

LB(a) = LB(z) = 272%™ - |R(ms — 2r1)|
:272degRllcf(R)‘ |( 1_271[ _ZJ|JH| 1—27"1 —Zi|5-
i#]
< 272degR|1Cf(R)‘ (sep ZJ7 H|2 z] _Zz 51
£

< sep(zj, R)® - |1cf(R H |z — 2" < sep(z;, R)™ .
£ J
= 90(n*+n7) max(1, |zj|)"2 sep(zj, R)™
= 200 ) max(1, |5 )"
(4.4)

since R7)/(s;!) € Z[z] has magnitude (n? n(n + 7)), and
sep(zj, R) < 2max; |z| = 29"+ according to Cauchy’s
Bound. We can also compute a lower bound for LB(«):

—2de sep(z;, R)2\ ™ 2 — 2\
e () (55

i

H|ZJ — 2|

i#]

2—3degR
———— | lcf(R
(2048 ) ‘ C ( )|Sep ZJ:
(4.5)

Since we are mainly interested in a bound for the product
of all LB(«), we first consider the product

d 9—3deg R .
H.—Jl:[l 2048n)% - | lef(R)| sep(zj, R Z];]]‘ZJ zi|®
of the bound in (4.5) over all j = 1,...,d. Since Zj 55 =
d < deg R < n?, it follows that []?_, 2 Sdes R 5-0(n?)

Jj=1 (2048n8)%7
For the product of the remaining factors, we first write
R =T[:°, Qi with square-free, pairwise coprime Qs € Z[x].
Since R /s! has integer coefficients, we have

II E“),

2:Qs(2)=0

R ou(R)—s
1< [res(Qs, )| = [1ef(Qq)[**™

o [RE7 ()]



and thus
d
11 { 1ef(R)[sep(z;, R)** [ ] |25 — =il
i=1 i#j
(s; )
> [1cf(R))| 2722(3)1—[1—[‘2Z ol = 2@ H \R j

J i#d

s—deg(R R®
DI res(Qu, =)

=272 H | 1ct(Q
s=1

> 272 1ef(R)| - | 1ef(R 9= Ot tnin)

)‘—deg(R)
where we used that |lcf(R)| < 2°0Ueen+7) " deg R < n?,
and %(R) = O(n* + n®7). Hence, II is lower bounded by
270 +n*7)  Gimilar to the computation in (4.4), we can
also determine an upper bound for the j-th factor in II.

Namely, we have ﬁ < 1,sep(zj, R)* = 20(sin(logntn)
and
s R(Sj) j n(log n+t n
tef () [ 12—l = P10 < pomtonnionn gy, 12y
i#j 7
Thus, for an arbitrary subset J C {1,...,d}, the partial
product
, 2= 3deg R )
=] (20480%)%7 |lef (R)[sep(z;, B)**7 [ [ |25 — 2™
jeJ i#£]

: O(n*+4n3r n o(n*4nsr
is smaller than 29"+ )Hjejmax(l,\sz = 20 4n"n)

since [, max(1, [2;])" < M(R) = 20((logn+7))  Rinally,
since the product over all LB(«) is lower bounded by a par-
tial product of II, it follows that []  LB(«a) = 9= O 4nin)
The same argument further shows that each LB(«) is lower
bounded by 2= +7°7) a5 well.

Estimating the upper bounds. For computing the upper
bounds UB(a, 8, u¥)) and UB(a, 8,v™) for |u*)| and [v¥)|
on A(a, B), we apply Hadamard’s inequality to the matrices
U® and V¥, see Section 3.

In the actual realization, we use interval arithmetic for
a box in C? which contains A(w, ) in order to estimate
the absolute values of the respective matrix entries U;; and
Vij, and then apply Hadamard’s bound. For the complex-
ity analysis, we follow a slightly different but even simpler
approach: From the construction of A(q, 3), the disc A(«)
has radius less than sep(c, R*))/4, and A(8) has radius less
than sep(3, R®) /4 according to (4.3). Hence, the latter two
radii are upper bounded by 2max{1, ||} and 2 max{1, |8|},
respectively. Recall that the matrix U®) is of the form:

f(y) ffgz_l éy) 0... yw1!
g | 0 0 e f(yéLl 1

e 95;«31 o o o0 |

0 ... 0 g£5/y> aD 0

where the polynomials f*) (z) and g{*)(z) are of magnitude
(n,7) (see Section 2). Thus, for each point (£,9) € A(x, ),

the following inequality holds:

(@) < (n+1) - 27 (2max(1, |a])",

and a similar bound applies to |g(y) ()] as well. For the
last column of U, we have: (9)"*~' < (2max(1,|3|)",
and thus \U(y) (#,9)] < (n+1)- 2" max{1, |a|,|8]}". By
Hadamard’s inequality, [u¥| = |det(U™))| < [I, U®|,
where \Ui(y)|2 is the 2-norm of the 4-th row vector of U®).
Hence, when using the latter bounds for the entries of Uw,
we obtain an upper bound UB(oz7ﬁ,u(y)) for |u<y>| on the
polydisc A(a, 8), such that UB(oz7ﬁ,u(y)) > 1 and

log |UB(a, B,u™)| = O(n(7 + n) + n* log max(1, |/, |B]))
=0(n 14 ’I’LST).
(4.6)

Again, we are looking for amortization effects: Taking the
product of the latter bounds over all candidates (v, 8) yields:

Z log UB(a, 8,u")

a,B
= Z Om? + nr) + Zn2 logmax(1, |, |8])
a,B a,B
< OM® 4+ n’r) 4+ n’ Z Zlog max(1, |a|)
B «@

n® > > "logmax(1,|A]))
B

< OM® +n°7) + n?log M(R™Y) + n® log M(R™)
=On® +n°r)

(4.7)
since there are at most n? many o and 8. A completely sim-
ilar argument shows that the bounds in (4.6) and (4.7) are
also valid for UB(a, 8,v¥)), UB(e, 8, u®) and UB(a, 8, v'™).

4.3.2  The inclusion test
For a given candidate (o, 3) € C and B := B(a,f3) =
I(a) xI(B) C R? the corresponding candidate box, we define
min(LB(a), LB(5))
MAX,, ¢ (,(2) W) (o) oy UB(a, B,w)

o(B) =

From the bounds that we have computed 1n the prev10us
section, we conclude that log§(B)™* = O(n* + n®7). Ac-
cording to Theorem 1, B is isolating for a solution of (1.1)
if and only if there exists an (zo,yo) € B with

|f (@0, yo)| + [g(zo, yo)| < 6(B). (4.8)
Hence, by contraposition, we must have
|f(zo,y0)| + lg(z0, yo)| = 6(B) (4.9)

for all (zo,y0) € B if B contains no solution. In order to
certify or discard («, ) as a solution of the system, we
evaluate f and g on B using interval arithmetic with preci-
sion p := p(B) = [—logs], where s := max(w;(a),wr(g))
is the size of B. As a result of this evaluation, we ob-
tain intervals B(f(a, 8), p) and B(g(a, ), p) which contain
f(B) and g(B), respectively. The above consideration shows
that it suffices to use a precision p such that both intervals
B(f(c, B), p) and B(g(a, B), p) have width less than §(B)/2.



Namely, if this happens, then either one of the intervals does
not contain zero or we must have |f(zo,yo)| + |g(z0,yo)| <
0(B) for all (zo,y0) € B. In the first case, we can discard
(a, B), whereas, in the second case, we can guarantee that
(a, B) is a solution.

The width of B(f(a, £),p) (and B(g(e, B), p)) is directly
related to the absolute error induced by the interval arith-
metic. In order to bound this error, we briefly outline how
the interval arithmetic is performed and refer the reader
to [11, Section 4] for more details; cf. [14, Theorem 18] for
an alternative approach when using floating point evaluation
instead. For a precision p € N and = € R, we define:

down(z,p) ={k-27" €eR: k= |z-2"]},

- (4.10)
up(z,p) ={k-277€eR: k= [z 2"}

That is, z is included in the interval B(z, p) := [down(z, p),
up(z, p)]. For simplicity, we omit the precision parameter p
and write up(z) or B(z). Arithmetic operations on approxi-
mate numbers obey the rules of classical interval arithmetic;
for z,y € R, we define:

B(z)+B(y) = [down(z)+ down(y),up(z) + up(y)],
B(z) — B(y) [down(z) — up(y), up(z) — down(y)],
B(z) B(y) = |down( Jr_n{ln {Hi(z)H;(y)}),
up(, e {H:(a) Hy (1))

with Hi(z) = down(zx), and Hz(xz) = up(z). Using these
rules for F' € R[z] and zg € R, B(F(z0), p) can be evaluated
using the Horner’s scheme: B(F(zo)) = B(Fo) + B(zo) -
(B(F1)+B(xo0) - (B(F2)+...)). The next lemma provides a
bound on the error that is induced by polynomial evaluation
with precision p.

Lemma 1 Let F' € R[z] be a polynomial of degree N with
coefficients of absolute value less than 2", ¢ € R with |c| <
2V, and p € N. Then,

|F(c) =

where H = {down, up}. In particular, B(F(c), p) has width
27PF2(N +1)22¢FNY o1 less. For a proof, see [11, Lem. 3].o

H(F(c), p)| < 277 F12"2V (N 4 1)?,

In particular, this lemma asserts that the absolute error
which results from approximate polynomial evaluation is
linear in 27° and of degree n in the absolute value of the
input. A straight forward computation shows that evalu-
ating f(a, 8) with precision p induces an absolute error of
less than 277" (n+1)?2" max{1, |a/, |8|}", thus the width of
B(f(a, B), p) is bounded by 277T2(n+1)22" max(1, |a|™, |B]"
The same bound also applies to B(g(a, 8), p).

It follows that our inclusion/exclusion test must succeed
for any precision p less than

p(B) := log(8(n + 1)*2” max(1, |a|

" 181MeB) )

because, then, both intervals B(f(c, 8), p) and B(f(a, B), p)
have width less than §(8)/2. Since we double the working
precision p in each step, we eventually succeed for a

p<2p(B)= log 6(B))
=0(n* +n’r).

O(logn + 7 + nlogmax(1, |a|, |8]) —

).

In addition, we have to refine the isolating intervals I(«)
and I(B) to a width 277 = 270" n°") I our analysis of
SEPARATE, we have already seen that refining the isolating
intervals for all real roots of R (and R™) to a width of
2-0("+1°7) demands for O(n® +n’7) many bit operations.

It remains to bound the cost for evaluating B(f(a, 5), p)
and B(f(a,B),p): Since we have to perform O(n”) many
multiplications and additions with dyadic numbers whose
binary representations need O(7 + nlogmax(1,|«a|,|8]) —
d(B(a, £))) many bits, the latter computation demands for

O(n®(r + nlogmax(L, |al, |8]) — p(B(a, £))))

many bit operations. Hence, for the bit complexity of the
polynomial evaluations at all (a, 8), we obtain the bound

Z(’)

= @(n T4+n? Zlogmax(l, laf, |B]) — n® 26(3(04, B8))

o, a,B

= @(n7 +nlr —n? Z 3(B(w, 8))),
B

(4.11)

(7 +nlogmax(1,|al,[8]) — §(B(c, 8))))

where we use the same argument as in (4.7) to bound the

sum of all logmax(1,|al,|B|). The following computation

further shows that — 3 ;logd(B(a,8)) = On® 4 n’r):

Using the upper bound (4.4) for LB(«a) and LB(3) yields
log(min(LB(e), LB(8)))"" < log LB(a) ' 4 log LB(B8) ™"
+ 2n® -logmax(1,|al, |B]) + O((sa + s5)(n° + n1)),

where so denotes the multiplicity of « as a root of R®), and

sg the multiplicity of 8 as a root of R® . Hence, the bound
O(n® +n®7) for the sum over all log(min(LB(a), LB(B)))™*

follows from
Z Z log LB(ox

Z log LB(ox
+ZZlogLB ZlogLB

' +log LB(S

+ZlogLB 8))

=-n logHLB ! +logHLB(6)) =O0n® +n°71),
a g

and

> 20’ logmax(1, |al,|8]) + O((sa + sp)(n* + n7))

a,B

:(7)(71 +n7’+ +nT ZSQ+ZSB =

In addition, the result from (4.7) shows that

lo max B(a, B, w
QZ[; gwg{u(m,u(y),v(m),v(y)} (o 6,w)

<Y logUB(a, B,ul™) + Y logUB(a, B,u'")

a,B a,B

+ Zlog UB(a, B,v™) + Zlog UB(a, 8,0
o,B o,

= (’j(n6 + n57').

(4.12)

Thus, the claimed bound for —3°  ;logd(B(a, 3)) follows

from our definition of §(B(a, §)).

(n® +n°r).



We conclude that O(n® + n77) determines the overall bit
complexity of BISOLVE.

5. CONCLUSIONS

We have derived the bound O(n® + n"7) for the bit com-
plexity of isolating the real solutions of a bivariate poly-
nomial system. To the best of our knowledge, the latter
bound considerably improves upon the best known complex-
ity bounds for this fundamental task. However, it seems that
an even more involved analysis may yield a slight improve-
ment to O(n77') bit operations. In particular, this would
require to remove the “N2-term” in our bound for %(F) as
given in Theorem 2.

The bottleneck in our analysis stems from the fact that
we treat the resultant polynomial R as a general polynomial
of magnitude (n?,n(r + logn)), thus yielding a worst case
separation of 9=0(*+n°7) fo1 the roots of R. Hence, as long
as no improvement for the root isolation step is achieved, it
seems to be very difficult to further improve upon the given
bound for solving a bivariate polynomial system when using
an elimination approach. In practice, we never observed
that the roots of the resultant polynomial have such a bad
separation, thus, the question arises whether isolating and
refining the roots of an elimination polynomial is possibly
easier than of a general polynomial of the same magnitude.

A recent exact and complete algorithm [1] uses BISOLVE
to compute arrangements of planar algebraic curves. We
consider the presented analysis as a first step to derive cor-
responding complexity results for the arrangement compu-
tation which improve upon the results as given in [10, 12].
Finally, it seems reasonable to extend BISOLVE for solving
zero-dimensional polynomial systems with more than two
variables. We aim to formulate such an algorithm and to
analyze its complexity in a similar way as done for BISOLVE
in this paper.
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